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This is a commentary on the YouTube video by Michael Penn, entitled
“Alternating sum of natural numbers using.... differential equations???”
I recommend you watch the video itself and to its homework.

Consider the simple differential equation

y(x)=?: ¥ (x)+y(x) =f(x), flx)€C(R). D

The right-hand side function f(x) is assumed to take real (“R”) arguments and have real values, and be
“infinitely differentiable,” i.e., its derivative of any desired order can be computed... The calculation of
derivatives proceeds iteratively: f(x) = < ") (x), so of course the oo’th derivative is not computable in
any finite amount of time, except in special cases. This given function f(x) is often called the “source” or
the “driving force” or the “forcing function.” By contrast, y(x) is the “unknown function” or the “sought-for
function.”

1 The General Solution

The equation is “inhomogeneous” in the standard sense (in the context of differential equations): if we
rescale the sought-for y(x) — A y(x) and nothing else, the various terms in (1) scale with different powers
of A.

1.1 The Unforced Solution

Omitting f(x) reduces (1) to its sourceless (or unforced) version, which then happens to be homogeneous:
v/ (x) +y(x) = 0, which is easily solved in the form y(x) = N ¢**, leading to:

0=1'(x) +y(x) = N(ke¥) + Ne* = N(k+1) e, N, e*#0 = k=-1, 2)

so that y,(x) = Ne™* is the sourceless, and here homogeneous solution, up to the undetermined (normal-
ization) constant, N. The general solution is then sought for in the form y(x) = y,(x) 4+ y,(x) such that
Yp(x)+yp(x) = f(x), and we now focus on the particular part, y,(x). Had the sourceless reduction of (1)
not been homogeneous, the simple sum of the unforced and forced solutions would not be a solution!

1.2 The Forced Solution

The particular (forced) solution can be found using only the assumptions given in (1), which includes that
not only is f(x) given, but any derivative of it is also (implicitly) given, and so we can endeavor to fashion
a particular solution — the one that correctly reproduces the right-hand side of (1) — with the entire a
priori infinite sequence: f(x), f'(x), f”(x),... f™(x),... To that end, let us assume

yp(x) = Y eu fO (%), fO)=F(), 3)


https://youtu.be/sVa0--Kj8FQ
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where ¢, are constants to be determined. Plugging into (1), we obtain

0=y, (x)+yp(x 2 FUO) + Y en fUx) = Y en fUV(x) +eof(x)+ Y en f7(x),  (4a)
n=0 n=0 n=0 1 n=1
n—n—

=co f(x) + Z 1 fUH (x) + i cu f"(x) = co f(x Z a1 f®(x) + i o f™(x),  (4b)
n=0 n=0
=co f(x Z Cn1 +cn) f(x). (40)

Without assuming something additional about the forcing function f(x) in (1), the only way the ultimate
result in (4) can vanish is if we set

=1 & cn=—cpq, n=123,... (5)
That is, we’ve just derived that
=1, aq=—-c=-1, =—-ca=—-—(-1)=+1,... c=(-1)" 6)

That is, y,(x) = Y520(—1)"f"(x), so that
y(x) =Ne *+ ) (-1)"f"(x) ™

is the complete solution.

2 Special Cases
2.1 Termination

If f(x) is a polynomial of a finite degree d, then f"(x)=0 for all n>d, and the series in (7) is said to
terminate: it reduces to a finite sum. This is Michael’s first example; try it out yourself, with any finite-
degree polynomial.

2.2 Exponential Forcing Function

This is Michael’s second example, and connects to the divergent series in the title of these notes. He chooses

f(x) = e*, in which case the series on the right-hand side of (7) is easy to simplify, since f;n e’ =e*, so

[e0] [e0]
y(x) =Ne "+ ) (-1)"e*=Ne *+8Se", S:=) (-1)", (8)
n=0 n=0
which gives us a motivation to evaluate the infinite series, S:=Y " ((-1)" =1-1+1-14+1-1+...
Everything else in the solution (8) has a definite value at any finite value of x, so it standard to reason that
we should expect the series S to also have a definite value that can be assigned unambiguously. It is clear
that the series S does not converge to anything definite, since its partial sums are

N { 0, if niseven,

=) ()" = 1, ifnis odd,

and ( lim sy) does not exist. 9)
=0 N—oo _—


https://youtu.be/sVa0--Kj8FQ
https://youtu.be/sVa0--Kj8FQ
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Nevertheless, we can easily determine the (unambiguously assignable value of) S by plugging into (1):

d
¥ =y, (x) +yp(x) = (a Sex) + (Se") = 2Se", = S=1 (10)
Comparing (8) with (10), we have computed the assignment
Y (-1 (11)
n=0 2

Indeed, this is not only the result obtained for this (non-convergent, a.k.a. “formally divergent”) Grandi’s
series by many other means and by many mathematicians, but is also the unique value computable only by
using the expected stability and linearity assumptions about series, and so is summable (not convergent!)
by this (“Pickwickian” [1]) method:

S=1-1+1-1+1-1+... (12a)
=14+ (-1+1-1+1-1+...),  (stability) (12b)
=1-(+1-14+1-1+1—-...),  (linearity) (120)
=1-S, = 25=1, = S=1. (12d)

In fact, since this value can be obtained solely by using the expected stability and linearity assumptions
about series, it follows that any method of evaluation which would give S a different value would have to
violate at least one of these using the expected assumptions about series.

Counter-Example? In turn, choosing f(x ¥ results in

) =
y(x) 4 i Yo = (N+A)e™, A=Y 1, (13)

n=0 n=0

which should immediately look suspicious: it purports that the particular solution (for which y; +yp=f(x))
is proportional to the homogeneous solution, for which y} +y;, = 0. That is,

=) =0 ) = (& A7) (407) = (-4 +(a07) = A1De, a9
= A0=1, (15)

so that A:= Y ;1 cannot be assigned any definite value. Consistently, the series } ;" ;1 cannot be as-
signed a value by Hardy’s “Pickwickian” method either.

So, no this is not a counter-example — it is the exceptional case to which the method does not apply.
The reason for this is that the forcing function was selected to equal the homogeneous solution. This fact
will turn up again in § 10, on the Green’s function.

2.3 Building Further

In Michael’s third example, he chooses f(x) = x e*, for which
fl(x)=e"+xe*, f'(x)=2"+xe"... f"(x)=ne"+xe" (16)

Plugging into (7), this produces

y(x)=Ne *+ i(—l)”f“)(x) =Ne ™+ ) (-1)"(ne* +xe), (17a)


https://en.wikipedia.org/wiki/Grandi%27s_series
https://en.wikipedia.org/wiki/Grandi%27s_series
https://youtu.be/sVa0--Kj8FQ
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e* i(—l)”n—i—xe" i(—l)” =Ne ¥+ Jxe*+Pe", P:= i(—l)”n. (17b)
n=0 n=0 n=0
Plugging this into (1), we find
f(x)=xe* =vy/(x) +y(x) = (-Ne ¥+ 3(e*+xe*) + Pe*) + (Ne ¥ + Jxe* + Pe¥), (18a)
= (N=N)e "+ (3+1)xe* + (2P+3)e*, P=-1, (18b)
y(x) =Ne *+ %xex - }Iex. (18¢)

Comparing (17) with (18), we have computed the assignment

i L a9)

e

n=0

2.4 Some Conclusions

Recipe: In retrospect, the method worked since the infinite sequence of derivatives of the forcing function
f(x)in (7):

1. includes a collection of functions, each distinct from the homogeneous solution;

2. each multiplied by a numerical infinite series;

3. each of which is assumed to have an assignable definite value;

4. which values are then computed by requiring that the so-parametrized purported solution satisfy the
original differential equation (1).

Afterthought: In fact, step 1 may be used simply to obtain that collection of functions to write an Ansatz
(solution template) for step 4; the evaluation of the infinite series identified in step 2 is a by-product of this
method. It does however provide a motivation for seeking to assign a value to such infinite series.

For example, for the case f(x) = sin(x) and knowing that £ sin(x) & cos(x) and 4 cos(x) « sin(x),
we seek a solution in the form y(x) = Ne™* + Asin(x) + B cos(x) and compute:

sin(x) = y'(x)+ = (—Ne ™" 4 Acos(x) — Bsin(x)) + (Ne™* + Asin(x) + Bcos(x)), (20a)
= (A— B)sm( )+ (A+B)cos(x); = B=-A, = A=1i B=-1L (20b)
y(x) = Ne ™ + Lsin(x) — J cos(x) = Ne ™ + ﬁ sin (x—%) (200)
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