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Fundamental Physics of Elementary Particles
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Gauge symmetry

Non-Observable Phases & Local Symmetry

Nonrelativistic U(1) Example
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Quantum physics requires assigning to every observable a 
Hermitian operator (real eigenvalues ↦ measured values).
"e simplest observable, “does the system/object exist?” is 
assigned a special Hermitian operator, ρ, so that Tr[ρ]=1.

In addition, 0 ≤〈n|ρ|n〉≤1 for every |n〉.
All such ρ = Σn rn|n〉〈n|, with 0 ≤ rn ≤ 1.
For pure states, there exists a |Ψ〉 = Σn cn|n〉,
such that ρ = |Ψ〉〈Ψ|, i.e., ρ2 = ρ, and ρ is a projector.
"en Ψ(r, t) = 〈r|Ψ(t)〉 is the wave-function.

By construction, |n〉→ ei𝜑|n〉is a symmetry,
since ρ = Σn rn |n〉〈n|→ Σn rn ei𝜑|n〉〈n|e–i𝜑 = Σn rn |n〉〈n|.
For pure states, Ψ(r, t) → ei𝜑  Ψ(r, t).
…Even if 𝜑 =𝜑 (r, t)!

Local

Tuesday, November 1, 11



Quantum
Field "eory

Non-Observable Phases & Local Symmetry

Nonrelativistic U(1) Example
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So, consider the transformation, |n〉→ ei𝜑(r, t)|n〉,
and for pure states, Ψ(r, t) → ei𝜑(r, t)  Ψ(r, t).

At every point is space & time, 𝜑(r, t) ≃	
  𝜑(r, t)+2π,
…𝜑(r, t) parametrizes a circle;
…ei𝜑(r, t) is a unitary number: (ei𝜑(r, t))† =e–i𝜑(r, t) =(ei𝜑(r, t))–1;
…ei𝜑(r, t) is a unitary 1×1 matrix;
…element of the U(1) group;
…so Ψ(r, t) → ei𝜑(r, t)  Ψ(r, t) is a U(1) transformation,

… a different one at every point in space & time!

If 𝜑(r, t) = const.
Global symmetry

If 𝜑(r, t) is arbitrary
Local symmetry⊊

Noether’s theorem Ward-Takashi identities
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Gauge-Covariant Derivatives

Nonrelativistic U(1) Example
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So, what’s wrong with this picture?
Use Ψ(r, t) to describe a particle,
…and remember that Ψ(r, t) → ei𝜑(r, t)  Ψ(r, t) is unobservable.

Well, Ψ(r, t) is supposed to satisfy the Schrödinger equation:

ih̄
∂

∂t
Y =

h
� h̄2

2m
~r2 + V(~r, t)

i
Y,

ih̄
∂

∂t

⇣
eijY

⌘
=

h
� h̄2

2m
~r2 + V(~r, t)

i⇣
eijY

⌘

⇣ ⌘

⇣ ⌘ h i⇣ ⌘

ih̄ eij
⇣

i
∂j

∂t

⌘
Y + eij ih̄

∂Y
∂t

= � h̄2

2m

⇣
eij(i~rj)2Y + eij(i~r2 j)Y + 2eij(i~rj)·(~rY)

⌘

eij
h
� h̄2

2m
~r2 + V(~r, t)

i
Y
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Gauge-Covariant Derivatives

Nonrelativistic U(1) Example

6

What’s le( then is a differential equation for 𝜑(r, t):

So, far from 𝜑(r, t) being a free parameter,
…it would have to to satisfy a differential equation,
…which moreover depends on Ψ(r, t)!

"is is unacceptable.

h i

∂j

∂t
=

h̄
2m

⇣
i(~r2 j) + 2i(~rj)·(~r ln (Y))� (~rj)2

⌘
.

More to the point…

This is ridiculous!
"is just can’t be right!
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Gauge-Covariant Derivatives

Nonrelativistic U(1) Example
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"e problem is that

…when 𝜑(r, t) ≠ const.
So, what is one to do?
Change the rule of how…
…derivatives are computed, depending on the symmetry:

Such derivatives would co-vary with the local transformation, 
and so are called covariant derivatives.

∂

∂t

⇣
eijY

⌘
6= eij

⇣ ∂

∂t
Y
⌘

,

~r
⇣

eijY
⌘
6= eij

⇣
~rY

⌘
.

Duh!
"e only thing one can do.

�
DtY

�
!

�
D

0
tY

0� = D

0
t
�
eijY

�
= eij�

DtY
�
,

�
~
D Y

�
!

�
~
D

0 Y0� = ~
D

0�eijY
�
= eij�~

D Y
�
.
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Gauge-Covariant Derivatives

Nonrelativistic U(1) Example
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With this derivative,

…so the equation transforms with an overall factor of ei𝜑(r, t) ,
…so both Ψ(r, t) and ei𝜑(r, t)  Ψ(r, t) satisfy the same equation,
…and for completely arbitrary and local phase, 𝜑(r, t).

ih̄
⇣

DtY
⌘
= � h̄2

2m
�
~
D

2 Y
�
+ V(~r, t)Y,

⇣ ⌘
�

2m
� �

# # #

ih̄
⇣

D

0
tY

0
⌘
= � h̄2

2m
�
~
D

0 2 Y0�+ V(~r, t)Y0
,

k

⇣ ⌘
�

2m
� �

k k k
ih̄
⇣

D

0
te

ijY
⌘
= � h̄2

2m
�
~
D

0 2 eijY0�+ V(~r, t) eijY0
,

⇣ ⌘
�

2m
� �

k k k
ih̄eij

⇣
DtY

⌘
= � h̄2

2m
eij�~

D

2 Y
�
+ eij V(~r, t)Y
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Gauge-Covariant Derivatives

Nonrelativistic U(1) Example
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So, what are the properties of this new-fangled derivatives?
By writing Ψ′=ei𝜑  Ψ, and so Ψ=e–i𝜑  Ψ′, we have:

"is is clearly not true of partial derivatives,
…nor of so-called total derivatives.
So, these derivatives must have “correction” terms:

…for which we work out the local symmetry transformation.

D

0
tY

0 !

= eij
DtY = eij

Dte�ijY0
, , or D

0
t= eij

Dte�ij
,

~
D

0Y0 !

= eij~
D Y = eij~

D e�ijY0
, or

~
D

0 = eij~
D e�ij

.

∂

∂t
! Dt :=

∂

∂t
+ X,

~r ! ~D := ~r+ ~Y
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Gauge-Covariant Derivatives

Electromagnetic fields and Lagrangian
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From
it follows that

and similarly,

"us we obtained the local symmetry transformation rules for 
the “correction” terms.
"ese transformations should look very familiar to anyone 
who has mastered electromagnetism!
"ere, they are referred to as “gauge transformation.”

(D0
t · · · ) = eij(Dte�ij · · · ),

h⇣
∂

∂t
+ X0

⌘
· · ·

i
= eij

h⇣
∂

∂t
+ X

⌘
e�ij · · ·

i
,⇥� � ⇤ ⇥� � ⇤ X0 = X � i

∂j

∂t
,h⇣ ⌘ i h⇣ ⌘

⇥�
~r+ ~Y0� · · · ⇤ = eij⇥�~r+ ~Y

�
e�ij · · ·

⇤
;

~Y0 = ~Y � i(~rj).

connexion/connection
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Remember
this minus!!

Gauge-Covariant Derivatives & Potentials

Electromagnetic fields and Lagrangian
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Indeed, with a wee bit of judicious rescaling,

…we recognize the E&M gauge transformations

…augmented by the transformation of the wave-function:

Notice: q is the charge operator, the eigenvalue of which is the 
charge of the particle represented by Ψ, an eigenfunction.
So, chargeless particles are not transformed, nor do they 
require the scalar and vector potentials to interact with.

F :=
h̄
iq

X,

~A :=
ih̄
q
~Y, l

:=
h̄
q

j,

Dt :=
∂

∂t
+ i

q

h̄
F,

~D := ~r� i
q

h̄
~A,

F ! F0 = F � ∂l

∂t
,

~A ! ~A0 = ~A + (~rl),

i r,t /h̄
! �

∂t
!

Y(~r, t) ! Y0(~r, t) = eiql(~r,t)/h̄ Y(~r, t),
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Gauge-Invariant Fields & Maxwell’s Equations

Electromagnetic fields and Lagrangian
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Notice, however, that:

…are invariant under the local symmetry transformation.

"ese are indeed the well-known magnetic and electric !elds, 
respectively.
And, by virtue of these de!nitions alone:

~r⇥ ~A0 = ~r⇥
�
~A + ~rl

�
= ~r⇥ ~A

~r · F0 +
∂~A0

∂t
= ~r ·

⇣
F � ∂l

∂t

⌘
+

∂

∂t
�
~A + ~rl

�
= ~r · F +

∂~A
∂t

~B := ~r⇥~A ~E := �
⇣
~rF +

∂

~A
∂t

⌘

~r · ~B = 0,

~r⇥ ~E +
∂~B
∂t

= 0.as well as

Maxwell wrote:

Maxwell implied:

50% done.50% to go.
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Gauge-Invariant Fields & Maxwell’s Equations

Electromagnetic fields and Lagrangian
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"e story so far:
"e Scrödinger equation

…is covariant under the local symmetry transformation

…while the following !elds are invariant:

…as are any and all functions of these.

ih̄
∂

∂t
Y(~r, t) = HEM Y(~r, t),

HEM =
1

2m

⇣ h̄
i
~r� q~A(~r, t)

⌘
2

+
h
V(~r, t) + qF(~r, t)

i

F ! F0 = F � ∂l

∂t
,

~A ! ~A0 = ~A + (~rl),

Y(~r, t) ! Y0(~r, t) = eiql(~r,t)/h̄ Y(~r, t),

~B := ~r⇥~A and ~E := �
⇣
~rF +

∂

~A
∂t

⌘
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Gauge-Invariant Fields & Maxwell’s Equations

Electromagnetic fields and Lagrangian
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"e local symmetry transformation
…pertains to the phase of wave-functions, 𝜑,
…which is therefore another “coordinate.”
Q is the charge operator, the eigenvalues of which are the 
electromagnetic charges of its (wave-)eigenfunctions.
Willy-nilly, the space where charged particles “propagate” is:

5-dimensional, of the form X × S1,
where X is the “ordinary” space-time.

U
j

:= exp

�
ij(~r, t)Q

 

1914, Gunnar Nordstrøm

Ch. 7

3.1. The Non-Relativistic U(1) Example 167

Indeed, the transformations (3.13) are parametrized by one function, l(~r, t), which
defines the local unitary operator

j(~r, t) 7! U
j

:= exp

�
ij(~r, t)Q

 
(3.19)

as in u (A.37), where the operator Q may be regarded:

1. from the mathematical vantage point, as the generator of the U(1)-symmetry,
2. from the physical vantage point, the electric charge operator, so that the electric

charge of a particle is the eigenvalue and the wave-function of the particle the eigen-
function of the operator Q.

Clearly, in every point of spacetime x = (ct,~t ) separately, the collection of all (continuously
many) operators U

j

defined by (3.19) forms an abelian, i.e., commutative group, denoted
U(1). Since the function in the exponent manifestly satisfies j ' j + 2p, this group is
sometimes identified with the circle, S1. To repeat: since j = j(~r, t) gives an independent
“angle”-transformation at every point in space and time, we have a 4-dimensional continuum
of U(1) symmetry groups.

Comment 3.2 The full space of “coordinates” in electrodynamics is therefore of the
form (spacetime⇥ S1), which is a 5-dimensional topological space, equipped with a
particular geometry; this was clear as early as in 1914 to Gunnar Nordstrøm [+ di-
gression 9.4, p. 399].

3.1.1 Exercises for section 3.1

. 3.1.1 Fill in the details of the computation (3.6)–(3.13).

. 3.1.2 From the definitions (3.14), derive Gauss’s law for the magnetic field and Fara-
day’s law od induction. (This proves that the equations (3.71b) are consequences of
Maxwell’s definitions (3.14).)

. 3.1.3 Show that the gauge-invariant scalar functions of e

0

, µ

0

, ~E and ~B with the
dimensions of (volume) energy density and which are analytic functions of the com-
ponents of the vectors ~E and ~B must be of the form

c
1

�
e

0

~E2

�
+ c

2

�
1

µ

0

~B2

�
+ c

3

�q
e

0

µ

0

~E·~B
�
. (3.20)

The results in table B.5, p. 478 should be useful.

. 3.1.4 Determine the constants c
1

, c
2

, c
3

, c
4

, c
5

so thatZ
dt d

3~r
n

c
1

�
e

0

~E2

�
+ c

2

�
1

µ

0

~B2

�
+ c

3

�q
e

0

µ

0

~E·~B
�
+ c

4

r F + c
5

~‚·~A
o

(3.21)

is the Hamiltonian action the variation of which by F and ~A, using the relations (3.14),
produces Gauss’s and Ampère’s law (3.71a).D
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Dirac Spinors

Relativistic Spinors
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Classical-to-Quantum correspondence

…assigns to the relativistic relation, E2 = p2c2 + m2c4 :

Dirac’s motivation:

…in the particle’s rest frame; 1st order ODE.

~p $ ~p =
h̄
i
~r, and E $ H = ih̄

∂

∂t
.

h
c2

⇣ h̄
i
~r
⌘

2

+ m2c4

i
Y(~r, t) =

⇣
ih̄

∂

∂t

⌘
2

Y(~r, t),h ⇣mc ⌘2

i
d’Alembertian:

E2 � m2c4 = 0 ) (E + mc2)(E � mc2) = 0,

⇣
i
r
⌘ i ⇣

h
⇤+

⇣mc
h̄

⌘
2

i
Y(~r, t) = 0,

⇤ :=
h

1

c2

∂

2

∂t2

� ~r2

i
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W.K. Clifford
H. Grassmann
19th century

Dirac Spinors

Relativistic Spinors
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So, a+empt to factor

…where matrix[ημν] = diag(+1,–1,–1,–1).
Pick the second, right-hand factor, so

…is the Dirac equation.

p2 � m2c2 = 0

0 = (bµ p
µ

+ mc)(ggg
g

n p
n

� mc),
= bµ

gg

g

g

n p
µ

p
n

+ mc(ggg
g

µ � bµ)p
µ

� m2c2

.

gg

g

g

µ

gg

g

g

n p
µ

p
n

= p2 ⌘ h

µn p
µ

p
n

,�
gg

g

g

µ

, gg

g

g

n

 
= 2h

µn

,

p
µ

! h̄
i

∂

µ

)
⇥
ih̄gg

g

g

µ

∂

µ

� mc
⇤
Y(x) = 0,

∂

µ

:=
∂

∂xµ

, �! (� 1

c ∂t, ~r),Note the minus sign:
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Dirac Spinors

Relativistic Spinors
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One o(-used basis of Dirac matrices:

4 solutions:

where 

gg

g

g

0 =


1 O
O �1

�
, gg

g

g

i =


O ss

s

s

i

�ss

s

s

i O

�
, i = 1, 2, 3.

u" µ

266664
1

0

pz c
E+mc2

(px+ipy)c
E+mc2

377775 , u# µ

266664
0

1

(px�ipy)c
E+mc2

pz c
E+mc2

377775 ,

v# µ


O 1

1 O

�
u" µ

266664
pz c

E+mc2

(px+ipy)c
E+mc2

1

0

377775 , v" µ


O 1

1 O

�
u# µ

266664
(px�ipy)c

E+mc2

pz c
E+mc2

0

1

377775 ,

where E = +
p
~p2c2 + m2c4 always, and the solutions with negative energy are

Y(x) = Â
s=",#

h
Nu e�(i/h̄)x·p us(p) + Nv e�(i/h̄)x·p vs(p)

i
,

Many o
ther

choic
es & base

s…
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Dirac Matrices & the Lorentz Group

Relativistic Spinors
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Dirac matrices satisfy

Or, with the de!nitions

So, the elements

…form a group, equivalent to SO(1,3), except that…
…it is single-valued on spin-½ Dirac spinors.
A x1-Lorentz-boost:

⇥
gg

g

g

µn

, gg

g

g

rs

⇤
= h

µr

gg

g

g

ns � h

µs

gg

g

g

nr + h

ns

gg

g

g

µr � h

nr

gg

g

g

µs

.

�

It is not hard to verify that the definitions J j := 1

2i # jklgggg
kl and

�

and K j := iggg
g

0j result in the commu-⇥
J j , J k

⇤
= i# jk

mJ m,

⇥
J j , Kk

⇤
= i# jk

mKm,

⇥
K j , Kk

⇤
= �i# jk

mJ m.

= exp

�
� i(j

jJ j + b

jK j)
 
= exp

�
b jgggg

0j � # jkm j

j
gg

g

g

km = exp

�
l

µn

gg

g

g

µn

 
,

Y(x) !
hq

1

2

(g + 1)1 �
q

1

2

(g � 1)ggg
g

01

i
Y(x)
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Dirac Matrices & the Lorentz Group

Relativistic Spinors
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Note: Ψ†Ψ is not Lorentz-invariant, but Ψ†γ0Ψ is.
De!ne the Dirac conjugate:

…is a complete set of Lorentz-representations constructed 
from the spin- Dirac spinor representation.
Notice, Ψ is a “square-root” of the vector.
In the same sense Spin(1,3) is the double-cover of SO(1,3).

Y := Y†

gg

g

g

0

Expression Lorentz representation
# of Independent
Components

Y Y = scalar, 1

Y gg

g

g

µ Y = 4-vector, 4

Y gg

g

g

µn Y = antisymmetric rank-2 tensor, 6

Y gg

g

g

µb
gg

g

g

Y = axial (i.e., pseudo-) 4-vector, 4

Y b
gg

g

g

Y = pseudo-scalar, 1
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Back to Dirac Spinors

Relativistic Spinors
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"e solutions u↑, u↓, v↑∝γ1u↓ and v↓∝γ1u↑:

Note:

Notice, however:

Â
s=",#

us,A us
B = (gµ)A

B p
µ

+ mcd

A
B ,

Â
s=",#

vs,A vs
B = (gµ)A

B p
µ

� mcd

A
B .

gg

g

g± := 1

2

[1 ± b
gg

g

g

],

Y± := gg

g

g±Y,

Y+ + Y� = Y, gg

g

g±Y± = Y±, gg

g

g±Y⌥ = 0.

[ggg
g±, gg

g

g

µ] 6= 0 : [1, gg

g

g

µ] = 0 = {bggg
g

, gg

g

g

µ} ) gg

g

g±gg

g

g

µ = gg

g

g

µ

gg

g

g⌥.

gg

g

g±[ih̄gg

g

g

µ

∂

µ

� mc1]Y = [ih̄gg

g

g±gg

g

g

µ

∂

µ

� mcgg

g

g±1]Y
= ih̄gg

g

g

µ(∂
µ

Y⌥)� mcY±,

are projection matrices.

Weyl spinors
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Relativistic Spinors
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So, spli+ing the 4-component Dirac spinor into two 2-
component Weyl spinors is dynamically possible if:

Weyl noticed this in 1929, immediately a(er Dirac announced 
the Dirac equation.
Ironically, although Pauli knew that mν ≈ 0, he refused to use 
Weyl’s equation on account of it allowing parity-violation:
P(Ψ+) = Ψ– as well as P(Ψ–) = Ψ+ ,
but Weyl’s equations decouple Ψ+ from Ψ–,
…so they can be treated independently.

Dirac’s Lagrangian:

Back to Dirac Spinors

gg

g

g

µ

∂

µ

Y± = 0 mY± = 0.

LD = �Y(x)
⇥
c /p + mc21

⇤
Y(x) = Y(x) [ih̄ cgg

g

g

µ

∂

µ

� mc21]Y(x),
†
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Faraday

Ampère
Gauss
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Maxwell’s equations

can be re-cast into relativistic, 4-vector/tensor notation.

Linear action by Lorentz transformations:

~r·~E =
1

4pe

0

4p re, ~r⇥(c~B)� 1

c
∂

~E
∂t

=
1

4pe

0

4p

c
~‚e,

8>><>>:
~r·(c~B) =

µ

0

4p

4p rm, �~r⇥~E � 1

c
∂(c~B)

∂t
=

µ

0

4p

4p

c
~‚m,

A
µ

:= (F,�c ~A),

�
F

µn

:= ∂

µ

A
n

� ∂

n

A
µ

,

yµ = Lµ

n

xn ) F
µn

(y) = L
µ

r F
rs

(x) Ls

n

,

: Let ~E = ˆe

2E
2

and ~B = 0

, and let the inertial system eS move with respect to
)

e
eE

2

= gE
2

, but also eB
3

= g

v
1

c2

E
2

.

Maxwell Equations & Duality

Electromagnetic fields and Lagrangian
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Gauss-Ampère equations:

Gauss-Faraday equations:

Direct substitutions:

Note:

∂

µ

Fµn =
1

4pe

0

4p

c
jn

e

1

2

#

µnrs

∂

µ

F
nr

=
µ

0

4p

4p

c
js

m,

1

2

F
µn

Fµn = ~E2 � c2~B2

, and 1

4

#

µnrsF
µn

F
rs

= �c~E·~B,

LEM = � 4pe

0

4

F
µn

Fµn L
J,EM = J

4pe

0

4

#

µnrs F
µn

F
rs

,

�

1

2

#

µnrs

∂

µ

�
∂

n

A
r

� ∂

r

A
n

�
= 1

2

#

µnrs

∂

µ

∂

n

A
r

� 1

2

#

µnrs

∂

µ

∂

r

A
n

,

Fµn = ∂µ An � ∂n Aµ () 0 =
µ

0

4p

4p

c
js
m.
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Duality:

"us: “there are no magnetic monopoles” = “there is a choice 
of !, such that

whereby the Gauss-Ampère equations (using the Lorenz 
gauge: ∂μ Aμ = 0) imply

and Aμ represents a massless !eld of which je
μ is the source.

…of which the photon is the quantum.

EM : Fµn  ! (⇤F)µn = [ 1

2

#

µnrsF
rs

] =

EM(J) :

h
~E
c~B

i
!

h
~E0

c~B0

i
=

h
cos J sin J

� sin J cos J

i h
~E
c~B

i
In agreement with experiments, we now fix rm = 0 = ~‚m, so that the relations (

) hold, as does the so-called Bianchi identity, as a consequence of the now appli-
#

µnrs

∂

n

F
rs

= 0
Fµn = ∂µ An � ∂n Aµ

⇤Aµ =
1

4pe

0

4p

c
jµ

e ,
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Combining the EM Lagrangian, the Dirac Lagrangian, and the 
coupling enforced by the local (gauge) transformation

Now, just include a separate copy of Ψ for every separate spin- 
½ fermion, with its appropriate charge qΨ.
…and the rest is work. Hard work.

! �
∂t

!

Y(~r, t) ! Y0(~r, t) = eiql(~r,t)/h̄ Y(~r, t),

∂

µ

! D
µ

:= ∂

µ

+ i
h̄ c A

µ

Q,

LQED = Y(x) [ih̄ c /D � mc2]Y(x)� 4pe

0

4

F
µn

Fµn

,h � � i� �

= Y(x)
h
gg

g

g

µ

�
h̄ c i∂

µ

� qY A
µ

�
�mc2

i
Y(x)

� 4pe

0

4

(∂
µ

A
n

�∂

n

A
µ

)hµr

h

ns(∂
r

A
s

�∂

s

A
r

).
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Magnetic monopoles, nevertheless…
P.A.M. Dirac, 1931:

Consider an ε-narrow, long solenoid,
…with the North pole at the origin,
…the South pole at 1/ε below the origin,
…in the limit when  ε → 0.

What you see (= what you get) is
a magnetic monopole (North) at the origin,
with a perfectly spherically symmetric magnetic !eld.

Dirac showed that this B ∝ qm r/r3 must be ill-de!ned
…along a branch-cut, extending “from the origin to in!nity.”
= “Dirac string.”
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For this magnetic monopole, Dirac derived that

"is implies:

…and since αe ~ 1/137, αm ~ 34.25 n2 ≫ 1 !!!
In fact, this will turn out to be a general feature:

if “electric”-charged particles interact perturbatively weakly,
“magnetic”-charged particles interact non-perturbatively strongly!

Dirac seems to have pulled something really “funny” here!
Recall:
So, like… What gives??

qe qm = 2p h̄ n, n 2 Z.

In agreement with experiments, we now fix rm = 0 = ~‚m, so that the relations (
) hold, as does the so-called Bianchi identity, as a consequence of the now appli-

Fµn = ∂µ An � ∂n Aµ⟺

am
ae

⇡ 4 690 n2

Tuesday, November 1, 11



Wu-Yang Construction & Dirac Quantization

Magnetic Monopoles, Revisited

28

T.T. Wu & C.N. Yang, 1975 (months a(er the “November 
revolution of 1974, the J/ψ , quark-model and all that):

…and

…is a local (gauge) symmetry transformation.

~BN := ~r⇥ ~AN =
qm

4p

~r
r3

, and

~BS := ~r⇥ ~AS =
qm

4p

~r
r3

.

(except where x = 0 = y and z 6 0) (except where x = 0 = y and z > 0)

~AN ! ~AS = ~AN + ~rlNS, lNS(x) = �2

qm
4p

ATan(x, y)

184 Chapter 3. Gauge Symmetries and Interactions

as well as that (2) the quantum nature of Nature forces the magnetic and the electric charges
to satisfy a so-called Dirac (dual) quantization law:

qe qm = 2p h̄ n, n 2 Z. (3.96)

From here,

ae :=
1

4pe

0

e2

h̄ c
⇡ 1

137

) am :=
1

4pµ

0

g2

h̄ c
=

n2

4

4pe

0

h̄ c
e2

⇡ 137

4

n2

, (3.97)

so that the interaction intensity with magnetic monopole charges and their currents must
be very large ( am

ae
⇡ 4 690 n2), reciprocally to the relatively weak interaction with (electric)

monopole charges and their currents, ae ⇡ 1/137.

The Magnetic Monopole Gauge Potential

Dirac’s quasi-realistic model of a magnetic monopole stems from the very well known fact
about magnets, that the magnetic field is strongest near the ends of a magnetic (physical)
dipole and weakest near its middle. Take one such magnet—such as a cylindrical solenoid,
for example—and affix the coordinate origin to the “North” pole of the magnet, squeeze the
cross-section of the solenoid and stretch is so that the “South” pole is pulled out towards
z ! �•. In the limit when the cross-section of the solenoid is negligible and the “South”
pole indefinitely far, the magnetic field of such a magnet is spherically symmetric and has a
source (the “North” pole) at the coordinate origin, with the “South” pole nowhere in sight.

This thought-construction evidently shows that the part of the space—the negative
z-semiaxis—is physically inaccessible: Every test-magnet detects a spherically symmetric
(Coulomb-esque) magnetic field ~B µ qm~r/r3 in all of space around the coordinate ori-
gin—except along the negative z-semiaxis, where the test magnet cannot be placed as that
is where the indefinitely long and infinitely thin solenoid is. This “forbidden zone” is called
the Dirac string.

Dirac showed that the vector potential [212]

~A(~r ) : so that ~r⇥ ~A = ~B =
qm
4p

~r
r3

(3.98)

must be singular, as a function of the position~r, along some line (the Dirac string) that begins
at the coordinate origin and extends out to infinity—that is the location of the infinitely thin
Dirac solenoid. However, in 1975, T.T. Wu and C.N. Yang showed that there is no need to
exclude this line from the physically accessible space—paying the price in accepting that the
vector potential ~A then cannot be an unambiguously specified (vector) function. However,
since the vector potential is not directly measurable, this ambiguity (non-single valuedness)
has no physically measurable repercussion.

Indeed, define [371, 148]:

~AN =
qm
4p

x ˆey � y ˆex

r(z + r)
,

~AS =
qm
4p

x ˆey � y ˆex

r(z � r)
, (3.99a)

= � qm
4p

cos(q)�1

r sin(q)
ˆe

f

, = � qm
4p

cos(q)+1

r sin(q)
ˆe

f

, (3.99b)
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Lessons:
Note that the gauge parameter λNS ∝ ATan(x, y) seems unde!ned 
along the (x, z)-plane, where y = 0.
However, its limiting values there do de!ne a continuous and 
smooth function, with periodic values of period 2π:

…unde!ned only along the z-axis.

3.2. Electrodynamics with Leptons 185

and notice that the function ~AN is well-defined everywhere except along the (“Southern”)
z-semiaxis, while the function ~AS is well-defined everywhere except along the (“Northern”)
z-semiaxis. Also, define

~BN := ~r⇥ ~AN =
qm
4p

~r
r3

, and ~BS := ~r⇥ ~AS =
qm
4p

~r
r3

.

(except where x = 0 = y and z 6 0) (except where x = 0 = y and z > 0)
(3.100)

Being that ~BN and ~BS perfectly coincide as functions everywhere where both are defined, the
“true” magnetic field ~B is defined to be equal to ~BN or ~BS, using that “auxiliary” magnetic
field that is well-defined in the region of interest15.

Since
~AS � ~AN = 2

qm
4p

⇣yˆex � xˆey

x2 + y2

⌘
= �2

qm
4p

~r
⇥

ATan(x, y)
⇤
, (3.101)

where

ATan(x, y) :=
⇢

arctan(y/x) for x > 0,

p + arctan(y/x) for x 6 0,

(3.102a)

ATan(x, y) arctan

� y
x
�

(3.102b)

it follows that ~AN and ~AS differ by a gauge transformation (3.87) with the gauge parameter
l(x) = 2qm ATan(x, y). Since the potential ~AN and ~AS themselves are not measurable and
provide the same (measurable) magnetic field, the gauge transformation

~AN ! ~AS = ~AN + ~rlNS, lNS(x) = �2

qm
4p

ATan(x, y) (3.103)

is then really a symmetry of the physical system.

Dirac’s Dual Quantization of Charges

As relations (3.13a)–(3.13b) show, the gauge transformation (3.103) induces the change in
the phase of the electron wave-function

Y(x) ! Y0(x) = eiqelSJ(x)/h̄ Y(x). (3.104)
15 This is the same “trick” that cartographers use when they carve up the map of the Earth’s globe (which cannot

be depicted accurately on a single flat sheet of paper) into a sufficiently large number of sufficiently small maps,
of which each depicts adequately a sufficiently small region of the Earth surface. These maps are then bound
into an atlas where “adjacent” maps overlap sufficiently to provide the traveller with a connecting information
along any—of course continuous—voyage.
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In a local (gauge) symmetry model,
"e observable physical quantities (electric & magnetic !elds) 
need to be well-de!ned in all physically accessible space.
Auxiliary quantities (scalar and vector potentials) may be de!ned 
only “piecemeal”—and need not be globally well-de!ned.
Gauge parameters (“patching” functions such as λNS) need be 
de!ned only where the “piecemeal” auxiliary quantities’ de!ning 
regions overlap, so as to “stitch” them together.

Like maps in a book of maps
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